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Objective

Machine learning algorithms are essential in modern data-informed artificial intelligence architecture. Representative datasets are crucial in guiding

AI development. Proper training with these datasets reduces model complexity and power consumption while minimizing uncertainties.

This poster employs the ε-representativeness measure based on computational topology proposed in [2] to quantify the similarity between

datasets and its impact on binary decision tree. Theoretical results confirm prediction similarities with ε-representativeness, and experiments

show a significant correlation with feature importance rankings, demonstrating its efficacy for reliable decision trees.

Binary decision trees

A binary decision tree is composed of nodes and branches.

Node: Represents a decision based on a feature. A node can be internal, if it is connected to two children nodes, or terminal, if it doesn’t have

children, representing the endpoints of a branch in the tree. The decision at each node is based on a threshold value.

Branch: Represent the various options or courses of action.

Figure 1. Binary decision tree example. A sample with x = 0.2 and y = 0.1 will be classify as 1.

The feature and splitting condition are chosen to minimize node impurity, a measure of class label homogeneity. The process iterates recursively

until a desired depth or no improvement in impurity is possible. We used the Gini index. Let us denote by Ni the number of examples from X
reaching the node ni. The number of class k examples reaching ni will be denoted by Ni,k. Then, let us use the following notation: pi = Ni/N ,

pi,k = Ni,k/Ni. The Gini index of ni is G(ni) =
∑c

k=1 pi,k(1−pi,k). Assume that we fix an impurity measure and we denote it as I . The information

gain for an internal node ni whose two children nodes are ni1 and ni2 is:

IG(ni) = I(ni) −
Ni1
Ni

I(ni1) −
Ni2
Ni

I(ni2) (1)

Theorem 1

Let T ∈ T be a binary decision tree (DT), (X, λX) a dataset, and (X̃, λX̃) a γ-balanced ε-representative dataset of (X, λX). If ε < M = mini∈I µi,

then

Acc(T, (X, λX)) = Acc(T, (X̃, λX̃)) (2)

Proof. Given x = (x1, · · · , xn)T ∈ X and x̃ = (x̃1, · · · , x̃n)T ∈ X̃ as an ε-representative of x, where |x̃j − xj| ≤ ε ∀j ∈ {1, · · · , d}, and assuming

x̃ accesses the tree through the root node n1 and is sent to its left child, we find 0 < t1 − x̃j1. By definition of margins, µ1 ≤ t1 − x̃j1. Since x̃ is

ε-representative of x, xj1 ≤ x̃j1 + ε. Adding these inequalities, µ1 − ε ≤ t1 − xj1. Since ε < M ≤ µ1, then 0 < t1 − xj1, meaning x also goes left.

Similarly, if x̃ goes right, x does too. Following this reasoning, x and x̃ reach the same terminal node n` and label k`.

Due to γ-balance, each x̃ ∈ X̃ of class k represents γ examples from X of class k. All reach the same node in T . Additionally, N = γ · Ñ ,

Nj = γ · Ñj , and Nj,k = γ · Ñj,k. So, pj = p̃j and pj,k = p̃j,k. Hence:

Acc(T, (X, λX)) =
∑
j∈L

pj · pj,kj
=

∑
j∈L

p̃j · p̃j,kj
= Acc(T, (X̃, λX̃)) (3)
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ε-representativeness

Given a dataset (X, λX) and another dataset (X̃, λX̃) with the cardinality of X̃ smaller than the one of X , we say that x̃ ∈ X̃ is an ε-representative

of x ∈ X if ||x̃−x||∞ ≤ ε and λX(x) = λX̃(x̃), and we say that (X̃, λX̃) is an ε-representative dataset of (X, λX) if for all x ∈ X there exists x̃ ∈ X̃
that is an ε-representative of x.

Figure 2. Calculation example of the ε-representativeness of a reduced dataset in relation to a larger one. It involves finding the closest representative point (black) for each

original point (blue) and computing the distance. The maximum of these minimum distances, illustrated in red in the graphic, gives the ε value, which is
√

5 in this example.

A dataset (X̃, λX̃) that is representative of (X, λX) is said to be γ-balanced if each x̃ ∈ X̃ is representative of exactly γ data examples of X and

each x ∈ X is represented by a single example x̃ ∈ X̃ .

Feature importance ordering

Feature importance (FI ) quantifies the impact of a particular feature j ∈ {1, · · · , d} in decreasing the impurity of the decision tree. It is calculated

as:

FI(j) =
∑
i∈I
ji=j

Ni · IG(ni) (4)

To compare the similarities between binary decision trees, the ordering of feature importance is evaluated using a metric from [1, Section 4.2].

The mean of the absolute differences in feature positions between two ordered sets is calculated:

Sim(x, y) = 1
n

n∑
i=1

∣∣posx(fi) − posy(fi)
∣∣ (5)

Results

Figure 3. Decision boundaries of binary decision trees (DTs) trained on full training synthetic set and two random subsets. From left to right: (1) the training set; (2) a subset

with 40% of the training set and ε = 0.756; (3) a subset with 40% of the training set and ε = 0.497.

The experiment was repeated on 100 subsets of a real dataset. Spearman’s correlation(SP) between ε-representativeness and the feature impor-

tance metric was calculated, yielding a significant correlation (Sp = 0.51, p-value= 5.2 × 10−8).
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